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1 Lagrange Duality for Convex Optimization
Recall that

min
x∈Rn

f(x) subject to

{
gi(x) ≤ 0, i = 1, . . . , ℓ

hj(x) = 0, j = 1, . . . ,m
(P )

where f, gi : Rn → R are convex differentiable functions while hj : Rn → R are affine
functions, i.e. hj(x) = AT

j x+ bj .

Definition 1. Lagrangian function L is defined by

L(x, λ, µ) := f(x) +
ℓ∑

i=1

λigi(x) +
m∑
j=1

µjhj(x)

for λi ≥ 0, µj ∈ R for all i = 1, . . . , ℓ and j = 1, . . . ,m.

Remarks. We have
(P ) ⇐⇒ min

x∈Rn
sup
λi∈R+

µj∈R

L(x, λ, µ)

since sup
λi∈R+

µj∈R

L(x, λ, µ) =

{
f(x) if gi(x) ≤ 0, hj(x) = 0

+∞ otherwise

Definition 2. The Lagrange dual problem is defined as:

max
λi∈R+, i=1,...,ℓ
µj∈R, j=1,...,m

d(λ, µ)

where d(λ, µ) := inf
x∈Rn

L(x, λ, µ).

Weak Duality
Proposition 1. Given any non-empty sets A,B and a function L defined on R, then

inf
a∈A

sup
b∈B

L(a, b) ≥ sup
b∈B

inf
a∈A

L(a, b)

Proof. Since
L(a, b) ≥ inf

ã∈A
L(ã, b), ∀a ∈ A, b ∈ B

This implies that
sup
b∈B

L(a, b) ≥ sup
b∈B

inf
ã∈A

L(ã, b), ∀a ∈ A
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1.1 Proof of Strong Duality

We treat the right-hand-side as a function C and left-hand-side as f(a), then

f(a) ≥ C, ∀a ∈ A

Taking infimum over A yields inf
a∈A

f(a) ≥ C, that is

inf
a∈A

sup
b∈B

L(a, b) ≥ sup
b∈B

inf
ã∈A

L(ã, b).

Theorem 2. Let f, gi be convex and differentiable, and hj be affine. Assume that f ∗ > −∞ is
bounded below, and there exist x̄ ∈ Rn such that gi(x̄) < 0 for all i = 1, . . . , ℓ and hj(x̄) = 0 for all
j = 1, . . . ,m, then the Lagrange dual is solvable and we have (λ∗, µ∗) such that

d(λ∗, µ∗) = max
λi∈R+, i=1,...,ℓ
µj∈R, j=1,...,m

d(λ, µ) = f ∗.

1.1 Proof of Strong Duality
Consider the case without equality constraint first, that is hj(x) = 0.
Let us conisder the system of constraints:{

f(x) < c

gi(x) ≤ 0, i = 1, . . . , ℓ
(I)

λi ≥ 0. i = 1, . . . , ℓ

inf
x

(
f(x) +

m∑
i=1

λigi(x)

)
≥ C

(II)

Proposition 3. If there exists λi, i = 1, . . . , ℓ satisfying (II), then there is no x ∈ Rn satisfying (I).

Proof. Assume that (II) is solvable, then there exists λi ≥ 0 such that

inf
x∈Rn

(
f(x) +

m∑
i=1

λigi(x)

)
≥ C

i.e. f(x) +
m∑
i=1

λigi(x) ≥ C for all x ∈ Rn. Next, if x ∈ Rn satisfies gi(x) ≤ 0, then

f(x) ≥ C −
m∑
i=1

λi︸︷︷︸
≥0

gi(x)︸︷︷︸
≤0

≥ C

and thus (I) is insolvable.

Remarks. Even we consider adding the equality constraints, the proof is still similar.

Proposition 4. If (I) is insolvable, and the subsystem{
gj(x̄) < 0, i = 1, . . . , ℓ

hj(x̄) = 0, j = 1, . . . ,m

is solvable, then (II) is solvable.

Remarks. (I) is insolvable means that for all x ∈ Rn satisfying the constraints gi(x) ≤ 0, hj(x) = 0
for all i = 1, . . . , ℓ, j = 1, . . . ,m, then implies that f(x) ≥ C.

— End of Lecture 15 —
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